
                    VVoolluummee  77  ••  NNuummbbeerr  22  MMaarrcchh  22001166  --  SSeepptt  22001166  pppp..  8855--8899              aavvaaiillaabbllee  oonnlliinnee  aatt      wwwwww..ccssjjoouurrnnaallssss..ccoomm  
 

DOI: 10.090592/IJCSC.2016.114                                              Page | 85 
 

SSuurrvveeyy  ooff  ggrraaddeedd  rreelleevvaannccee  mmeettrriiccss  ffoorr  iinnffoorrmmaattiioonn  
rreettrriieevvaall  

Jaladhi Vyas 
Department of computer science and engineering, Nirma University, Ahmedabad, India 

jaladhi.vyas@nirmauni.ac.in
 

 
Abstract: A large number of metrics are available to evaluate the quality of rank web pages in information retrieval (IR). 
These metrics can be classified in different groups as follows: Binary Relevance, Graded Relevance, Rank Correlation 
Coefficient, and User Oriented Measures. Each group of metrics has difference characteristics. However, metrics that 
contains in the same group have the similar characteristics and uses. In this paper, I have discussed various types of metrics, 
used for the graded relevance measure. 
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Introduction 
 
One of the important issues in Information Retrieval is an evaluation of IR system because it measures the 
effectiveness of system by considering users' information needs. To deal with the problem of misinterpretation of 
the same result by different users, some metrics have been defined which correlates with the preferences of a 
group of users. Note that, there is no standard metric for evaluation of all tracks, so most of the tracks use basic 
metrics such as recall, precision and average precision as their base metric (i.e. use a combination of these) to form 
a new metric suitable for a particular track. CLEF, Cranfield, CLEF, TREC, INEX and NTCIR and many other 
evaluation initiatives have a strong tradition and they regularly perform experiments of user studies. 

One of the open research problem is how to evaluate search engines effectively. The majority of the web search 
engines uses metrics which are based on cumulative gain e.g. Discounted Cumulative Gain (DCG) are heavily 
used in the majority of the web search engines. The significance of information retrieval (IR) evaluation based on 
graded relevance has started to receive attention, after the decades of binary relevance based TREC evaluation. 

 Metrics based on graded relevance 

 It may be sometimes difficult to specify the degree of relevance of the retrieved document as just either      
 relevant or not, thus we can use Graded Relevance Based metrics. Metrics that I am going to discuss  
under this group are DCG, NDCG, ERR, NSDCG, RBP, Q-Measure and R-measure. 

A. Discounted Cumulative Gain (DCG) 
Binary relevance metrics are unable to differentiate between highly relevant documents and mildly relevant        
documents. This is one of the major drawbacks of it. The discounted cumulated gain (DCG) is a metric address the 
above problem effectively. 

The method of calculating DCG metric is divided into 3 parts: First step is to compute the gain vector for a 
particular query by using a graded relevance score up to some particular rank position, e.g. If we want to calculate 
DCG for first 10 documents in ranking, then the length of the gain vector is 10. Secondly, compute the cumulative 
gain vector by adding all previously graded relevance score to current position. Finally, divide a cumulative gain 
vector by a discounting factor based on rank position to reduce the impact of gain as one further explore the rank 
list.  

After doing this we can get DCG vector for a particular query. Given the gain vector Gj for a test query qj, the 
vector DCGj is given by 
 

 
To compare DCG with some ideal condition, we calculate IDCG vector. Here, NDCG is the ratio of DCG and 
IDCG. 
 
One major issue with DCG is, it uses an assumption that, the usefulness of a document at rank i and the documents 
at rank less than i is independent. For example, one wants to calculate relevance score of document at rank 
position 2. If the documents in position 1 are relevant, it is possible that this document will be observed less and 
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due to this have few clicks. Conversely, if the first document is not too relevant, then document at rank position 2 
is more possible to be examined and receive many clicks.  Therefore, It is not possible to model the above two 
cases through a click model which depend only on the position. Thus, position models, fail to explain such a 
strong click through rate (CTR) difference. A real example, taken from the click logs of a commercial search 
engine, is shown below. 
 

 
Here, one can observe that, same URL link has a higher click through rate. The larger difference indicates that, 
the user may not even explore to position 2 due to the excellent match of URL in position 1.  One solution to 
solve the problem of position based model is to combine it with click based model which is called cascaded 
model. The dependency among URLs is taken into account by this model by assuming that the user views search 
results from top to bottom and the user has a fixed probability of being satisfied at each position. 

B. Expected Reciprocal Rank (ERR) 
This metric is used to model user persistence in finding relevant document. The formula to calculate ERR is   
 as below. 

 
Here, n indicates total number of documents. The formula to calculate ERR is given below. 

                                               
For a given set of Ri , probability P that the user is satisfied and stops at position r is given by: 

                                                     
The advantage of ERR is over DCG, MAP is that, it greatly reduces the contribution of document that appear after 
highly relevant one. The example shows the evaluation method of the above metric. Suppose we have a relevance 
scale of documents between 0 to 4, where 4 indicates highly relevant and 0 indicates non relevant document. The 
graded relevance score for first three documents are as follows 3, 2 and 4. By converting them to corresponding 
probability values we get (2^3-1/16), (2^2-1) /16, (2^4-1) /16. The table given below is used to calculate ERR. 
 
                                          Table I. Calculation of ERR for three different rank values 
 

    
K 

1/rank Grad P(satisfy 
at doc k) 

P(stop at 
doc k) 

1 1/1 3 7/16 7/16 
2 1/2 2 3/16 3/16*(1-

7/16) 
3 1/3 4 15/16 15/16*(1-

3/16)*(1-
7/16) 

 
Here, ERR=1*7/16+1/2*3/16*(17/16)+1/3*15/16*(1-3/16)*(1-7/16)= 0.63 
 

C. Rank Biased Precision (RBP) 

       This metric is used to model user persistence in finding relevant document. The formula to calculate RBP is  
       given below. 
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Here, p is a value between 0 and 1 that shows the user’s searching persistence, R indicates the input relevance 
vector which requires to be calculated, and the relevance of the document in a position i is shown by ri. A person 
is less patient if value of p is less and more patient if the value of p is more. Example: if p=0 then user looks only 
the first document and if p=1 then user read all documents one after another. This user model assumes that, the 
user reads the documents from top to bottom and the drawback of this metric is, the requirement of the designer 
for any experiment to choose the value of p. 
 

D. Normalized Session Based DCG (NSDCG) 

In all previously discussed metrics one assumption is used, that is, there is only one query per session. Evaluation 
metrics that assumes one query per session are not sufficient when searchers reformulation efforts matter. 
NSDCG metric is used in the following conditions: 
 
• Needs of information may not be pre-defined 
• Initial query formulation may not be optimal 
• Highly relevant documents are desired 
• He /She may learn from session progress 
 
Session Based DCG (SDCG) is the most useful metric in 2010 Session Track. It includes sequences of a query as 
an additional dimension for evaluation and allow for further discount relevance document found only after 
additional search efforts. The session DCG (sDCG) for a given position q, query is defined as 
 

                                     
Here, DCG@k (q) is originally DCG value at Kth position of qth query, where bq is a discounting factor based on 
logarithm. The formula to calculate NSDCG is as below. 
 
NSDCG (q) = (SDCG (q))/ (ISDCG (q)) 
 

E. Q-Measure and R-Measure 

Q-measure and R-measure are similar to cumulative gain and average weighted precision (originally called 
Weighted Average Precision). However, they are more reliable than average precision. The Q-measure can be 
used to evaluate question-answers that involve ranked list of exact answers. Q-measure and R-measure are used 
as IR metrics with the NTCIR-4 CLIR test collections, while the Q- measure is used as a QA metric with the 
NTCIR-4 QAC2 test collection. Formulas to calculate q measure and r measures are as below: 
 

    
 

                                             
 

 If � =1 then,  
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       Comparison of metrics based on top heaviness 

       The data use for comparison are based on TREC03 and TREC04 (robust track). 
 

        
 
      Figure 1.  List of TREC03 and TREC04 data                         Figure 2. Comparison of different metrics based on  
                                                                                                             top heaviness for TREC03 and TREC04 data 
 
The above figure shows the comparisons of the ‘‘top-heaviness’’ among Average Precision (AP), RBP, nDCG 
and Q  by considering a ranked output which contains just one relevant document from Rank 1 to 20.  The 
situation when R = 10 is shown in the top of the graph, and the situation when R = 100 is shown in the bottom, 
under a binary relevance environment. It is clear from the figure that the value of R does not affect the RBP 
curves. It is clear from the figure that, RBP.5 ignores a relevant document retrieved below rank 10, therefore one 
can say it is perhaps too top-heavy. Due to this, evaluation becomes unbalanced.  
 
Comparison of metrics based on discriminative power 

       The comparison based on discriminating power for metrics such as Q(0), AP(0), nDCG(0), bpref_R and  
       RBP with the original 100% relevance data is shown in the following figure. 
 

                      
 

      Figure 3. List of metrics with their discriminative power for TREC03 and TREC04 data. 
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Figure 4. Metrics with their reduction rate (x-axis) versus discriminative power for TREC03 and TREC04 data. 

 
It is clear from the figure that, metrics such as Q0, AP0 and nDCG0 are more robust than other matrices for 
TREC03 and TREC04, to incomplete relevance assessments. It is clear from the figure that, for TREC4 the 
original nDCG perform well, however, not for TREC03. Thus, the winners in terms of robustness, to incomplete 
relevance assessment are Q0, AP0 and nDCG0. 
 
Conclusion 

Evaluation of Information Retrieval System is crucial and also must be taken seriously, as the same set of 
retrieved documents might have different perceptions of relevance. The relevance of a document is totally 
subjective matter. Measuring performance of IR system using one metric depends on TREC we are using and 
every metric is designed to use in some specific TREC. I.e. one metric gives better output in one TREC for some 
particular IR system, it changes in other TREC for the same system. So instead of comparing the evaluation 
result of IR system by using various metrics of several TREC comparisons should be done between different 
metrics of same TREC.  
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